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In Single-source Unsupervised Domain Adaptation (SUDA), the 

distribution of source and target domains cannot be matched 

very well. 

In Multi-source Unsupervised Domain Adaptation (MUDA), due 

to the shift between multiple source domains, it is much 

harder to match distributions of all source domains and target 

domains. 

Previous deep MUDA methods have two common problems.

⚫ The first problem is that they try to map all source and 

target domain data into a common feature space to learn 

common domain-invariant representations. 

⚫ The second problem is that  they assume that the target 

domain data can be classified correctly by multiple 

domain-specific classifiers because they are aligned with 

the source domain data. 

Introduction

Model

Dataset: ImageCLEF-DA、Office-31 and Office-Home

Results

Feature visualization

Algorithm Convergence and Parameter Sensitivity 

The results from MFSAN with disc loss have a smaller

gap among classifiers and they achieve higher accuracy.
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In this paper, we proposed a Multiple Feature Space 

Adaptation Network (MFSAN). MFSAN uses two-stage 

alignment to overcome two common problems exiting in 

previous deep MUDA methods.

⚫ Align domain-specific distribution.

⚫ Align the output of domain-specific classifiers. This ensure  

the same target sample predicted by different classifiers 

could get the same prediction.
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Two-stage alignment Framework (MFSAN):

⚫ Common feature extractor

⚫ Domain-specific feature extractor

⚫ Domain-specific classifier

The first stage: align domain-specific distribution with MMD.

The second stage: align the output of domain-specific 

classifiers with L1 distance.
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