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Bank Check Recognition

Intelligence Education

Handwritten Chinese Character Recognition (HCCR) plays an 

important role in real-world applications.

Motivation
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Most research and competition of HCCR are focus on some standard 

data sets. The performance of machine on the data sets has surpassed 

humans.

Motivation
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Assume that we want to make an Intelligence Education software which 

need to recognize the handwritten Chinese characters of middle school 

students. However, we do not have enough labeled data. How do we do it?

Motivation

Label enough data to train the model.

Use extra HCCR data sets directly.
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Motivation The fonts are diverse. 
(a)Clear
(b)Middle
(c)Messy
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Assume that we want to make a Intelligence Education software which 

need to recognize the handwritten Chinese characters of middle school 

students. However, we do not have enough labeled data. How do we do it?

Motivation

How can we use extra HCCR data sets to 

help real-world applications?

Label enough data to train the model.

Use extra HCCR data sets directly.
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Motivation
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Problem Definition

Source domain

Target domain
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Model

Lambda is a trade-off parameter, while gamma is for 

transferring categoty-classifier between the source and 

target domains.
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Model
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Experiments

HCL2000 and CASIA-HWDB1.1 

are standard HCCR data sets, 

while MSS-HCC collected by 

ourselves is written by middle 

school students. MSS-HCC is 

written much in messy. 

The original data is shown as above. We do 

not consider the split algorithm and we 

manually select clear pictures to form the 

MSS-HCC data set.
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Experiments

Observations:

⚫ The performance improves with 

the increasing values of sampling 

radio of target domain data as 

labeled data.

⚫ Applying transfer learning for 

tackling HCCR problems is 

important.

⚫ Our model ATC-HCCR achieves 

the best results over all baselines.
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Conclusion

• As there is little work about transfer learning for HCCR, based on 

Alexnet, we propose a new network framework by adaptively 

transferring category-classifier for HCCR problems.

• We also collect a small set of much more challenging HCCR data, and 

finally conduct experiments on three data sets to demonstrate the 

effectiveness of our model.
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